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FlowSort parameters elicitation: the case of partial sorting

Dimitri Van Assche¹, Yves De Smet²

Abstract. We consider the context of partial sorting. We address the problem of finding the parameters of the FlowSort method using an existing categorization. This contribution constitutes an extension of a method we have developed in the context of complete sorting. It relies on the use of a dedicated Genetic Algorithm based on variations of search parameters. We show how to manage the problem of correct categorization prediction, which is more difficult, since ranges of categories are considered. The method is tested on three different datasets for which a partial sorting has been generated with a particular instantiation of FlowSort.

1 Introduction

Multi-criteria decision aid (MCDA) has been an active research field for more than 40 years. In this context, possible decisions are simultaneously evaluated on multiple conflicting criteria. For instance, in the common example of buying a new car, one typically tries to minimize the cost and consumption while maximizing performances, comfort, etc. Obviously no real car would be the best on all those criteria. Therefore, the notion of optimal solution is most of time replaced by the idea of compromise solution [8].

In this paper, we will work with the well-known outranking method PROMETHEE [1]. We focus on the sorting problem, i.e. the assignment of alternatives into predefined categories. For instance, sorting countries into risk categories on the basis of economical, financial and political indicators. In this paper, we work with FlowSort, which is a natural extension of PROMETHEE for sorting problems. [7]

In the context of FlowSort, the decision maker needs to give central, or limit, profiles defining each category and preference parameters characterizing each criterion. Here, we consider the problem inside out: based on an existing categorization, one tries to find the parameters of FlowSort, which allow to best replicate the existing categorization.

Let us point out that we have recently submitted a first contribution on the preference elicitation for FlowSort based on assignment examples [10]. This paper only considers complete sorting problems; each alternative is assumed to belong to a unique category. In between, we have slightly improved the performances of the Genetic Algorithm we used.

Furthermore, we propose an extension of this first work to deal with partial sorting. The idea is that an alternative may belong to different categories at the same time. Hereafter, we propose an adapted method to elicit the preferences in the case of partial sorting.

In section 2, we introduce PROMETHEE and FlowSort. In section 3, we describe the genetic algorithm we use to solve the related optimization problem. Then, in section 4, we illustrate the algorithm on different datasets for which a categorization has been computed with a particular instantiation of FlowSort. Finally, we present the performances of our algorithm in the case of partial sorting.

2 PROMETHEE and FlowSort

In this section, we briefly present PROMETHEE¹ I and II as well as FlowSort. For additional information, we refer the interested reader to [3] for a detailed description of PROMETHEE and to [6] for FlowSort.

Let \( A = \{a_1, a_2, ..., a_n\} \) be a set of \( n \) alternatives and let \( F = \{f_1, f_2, ..., f_q\} \) be a family of \( q \) criteria. The evaluation of alternative \( a_i \) for criterion \( l \) will be denoted by a real value \( f_i(a_l) \).

For each pair of alternatives, let’s compute \( d_l(a_i, a_j) \), the difference of \( a_i \) over \( a_j \) on criterion \( l \).

\[
d_l(a_i, a_j) = f_i(a_i) - f_j(a_j) \quad (1)
\]

A preference function, denoted \( P_l \), is associated to each criterion \( l \). This function transforms the difference of alternatives’ evaluations \( d_l(a_i, a_j) \) into a preference degree of the first alternative over the second one for criterion \( l \). Without loss of generality, we consider that criteria have to be maximized. \( P_l \) is defined as follow:

\[
P_l : \mathbb{R} \rightarrow [0, 1] : x \rightarrow P_l(x) \quad (2)
\]

such that:

- \( \forall x \in \mathbb{R}^- : P_l(x) = 0 \),
- \( \forall x, y \in \mathbb{R}_0^+ : x \leq y \rightarrow P_l(x) \leq P_l(y) \)

There are different kinds of preference functions. Henceforth, we consider only the linear one (see figure 1) which is characterized by two parameters: an indifference and a preference threshold: \( q, p_l \).

\[
\pi_l(a_i, a_j) = P_l[d_l(a_i, a_j)] = \begin{cases} 
0 & \text{if } d_l(a_i, a_j) \leq q_l \\
\frac{d_l(a_i, a_j) - q_l}{p_l - q_l} & \text{if } q_l < d_l(a_i, a_j) \leq p_l \\
1 & \text{if } p_l < d_l(a_i, a_j) 
\end{cases} \quad (3)
\]

Once \( \pi_l(a_i, a_j) \) has been computed for all pairs of alternatives, we may define the aggregated preference degree of alternative \( a_i \) over \( a_j \) using the weights \( w_l \) associated to each criterion \( l \). Weights are assumed to be positive and normalized.
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Let us note that $(3 + k)q$ parameters have to be provided in order to instantiate FlowSort:

- $k,q$ values for the central profiles;
- $3,q$ values for the weights, indifference and preference thresholds.

In the case of the partial sorting problem, an alternative can be sorted in multiple consecutive categories. In this case, we use an extension of PROMETHEE I instead of PROMETHEE II. The upper and lower categories are determined using the positive and negative flow scores. As in the regular FlowSort method, the category of $a_i$ is determined as the category of the profile having its positive, resp. negative, flow score closest to the the one of the alternative $a_i$:[6]

$$I^+_i(a_i) = \arg\min_{l=1,2...k} |\phi^+_R(a_i) - \phi^+_R(r_l)| \quad (9)$$

$$I^-_i(a_i) = \arg\min_{l=1,2...k} |\phi^-_R(a_i) - \phi^-_R(r_l)| \quad (10)$$

If both values are equal, the categorization is precise. Otherwise, these values define the range of the categories for the given alternative.

### 3 Algorithms

The algorithms developed to learn the FlowSort parameters are the same as those presented in [10]. This approach is based on a dedicated genetic algorithm. Henceforth we only present the specific points that are dedicated to partial sorting i.e.:

- the definition of a distance measure in order to guide the optimization process;
- the evaluation of the correctness of a particular solution.

Compared to the previous approach [10], we have also completely changed the parameters optimization process. In [10], we have used iRace in order to fine tune the parameters of the algorithm. For more information on the iRace procedure, we refer the interested reader to [4][2]. We will describe the new procedure hereafter.

A distinctive feature of partial sorting is that we have to deal with two pieces of information: the upper and lower categories for each alternative. Let us note that the profile defining the upper bound of category $c_i$ is the same as the one defining the lower bound of category $c_{i+1}$. On the other hand, central profiles are defined using a single value for each criterion. This represents a kind of mean profile of the category. A common property is that the profiles of each category must dominate the profiles of the ones they are preferred to. In this work, we have chosen to work with central profiles.

Let’s define $R = \{r_1, r_2, ..., r_k\}$, the set of central profiles representing the $k$ categories. To identify the category of an alternative $a_i$, we define the subset $R_i = R \cup \{a_i\}$. Then, for each element $x$ in the subset $R_i$, we compute its net flow score $\phi_R(x)$.

As in the nearest neighbor procedure, the category of alternative $a_i$ is the one such that the profile has its net flow score the closest to the net flow score of $a_i$. More formally:

$$l^*(a_i) = \arg\min_{l=1,2...k} |\phi_R(a_i) - \phi_R(r_l)| \quad (8)$$

Let us recall that $(3 + k)q$ parameters have to be provided in order to instantiate FlowSort:

- $k,q$ values for the central profiles;
- $3,q$ values for the weights, indifference and preference thresholds.
range covered by the predicted and the real categories. The correctness of a solution is defined as the sum of the correctness of all the alternatives:

$$corr(s) = \sum_{a \in A} \frac{\min(c_r^+(a), c_r^-(a)) - \max(c_p^-(a), c_p^+(a)) + 1}{\max(c_r^+(a), c_r^-(a)) - \min(c_p^-(a), c_p^+(a)) + 1}$$

(12)

The identification of the best possible solution regarding the correctness is based on a genetic algorithm. This algorithm has mainly two kinds of exploration: diversification with the mutation operator and intensification with the crossover operator. During the tests, we have observed that the algorithm should ideally enforce diversification after intensification and then go back to intensification, and so on. As a consequence, the idea we have applied is to force the parameters variation of the algorithm during the optimization process. There are 5 parameters: population size, mutation probability, gene mutation probability, crossover probability, gene crossover probability. The population size has been fixed to 1600 solutions. This value has been fixed after a set of trial and errors, and seems to work well in the considered examples. The 4 others parameters have values between 0 and 1. At each step of the optimization we change the values of those following a linear equation. When the value 0, or 1, is reached the coefficient is reversed. We paid attention to chose different coefficients, so that the period is different. This permits to have a lot of different combinations of intensification and combinations. As illustrated on:

![Image of varying parameters for the GA](image)

In table 1, we show the values we have chosen for $p_{min}$ and $p_{max}$ for each parameter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$p_{min}$</th>
<th>$p_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>mutation probability</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>gene mutation probability</td>
<td>0.25</td>
<td>0.99</td>
</tr>
<tr>
<td>crossover probability</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>gene crossover probability</td>
<td>0.25</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Table 1. Values of $p_{min}$ and $p_{max}$ for each parameter.

With this new method, we have seen a slight improvement of the results compared to our previous work. We were able to increase the correctness of the prediction applied to the learning set. Unfortunately, this did not really improve the prediction rate using a testing set.

4 Results

In [10], we have worked on 3 real datasets for the validation: CPU, BC and CEV. They come from the website of Marburg University\(^5\). These originally come from the UCI repository\(^6\) and the WEKA machine learning toolbox\(^7\). Let us point out that these datasets have also been used by Sobrie \([9]\) in the context of complete sorting but using a modified version of ELECTRE TRI.

To the best of our knowledge, there is no dataset for partial sorting. As a consequence, we decided to use the same 3 datasets but generating a partial categorization by using a random instantiation of FlowSort. Therefore we know an exact solution exists for the model’s parameters. The properties of the datasets are in table 2.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#inst.</th>
<th>#crit.</th>
<th>#cat.</th>
<th>% imprecise cat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>209</td>
<td>6</td>
<td>4</td>
<td>45.57</td>
</tr>
<tr>
<td>BC</td>
<td>278</td>
<td>7</td>
<td>2</td>
<td>23.02</td>
</tr>
<tr>
<td>CEV</td>
<td>1728</td>
<td>6</td>
<td>4</td>
<td>16.43</td>
</tr>
</tbody>
</table>

Table 2. Datasets used for the tests

The testing procedure has been set as follow: each dataset has been divided in a learning set and a test set. Different sizes of learning set have been considered. Alternatives in the learning set have been randomly selected. Nevertheless, we forced the algorithm to select randomly at least one alternative from each category. For each learning and test set, the algorithm has been executed on the learning set to elicit the parameters. Then they found have been evaluated on the test set. This operation has been executed 32 times for each learning set. For robustness’ sake, the whole operation has been executed 10 times for each value of the learning set size. The maximum number of evaluations has been set to 2 500 000, and the population size to 1600. Results are available in table 3.

<table>
<thead>
<tr>
<th>Learning set size</th>
<th>Dataset</th>
<th>Correctness</th>
<th>Learning set correctness</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>CPU</td>
<td>0.7337 ± 0.0168</td>
<td>1.0000 ± 0.0000</td>
</tr>
<tr>
<td></td>
<td>BC</td>
<td>0.8287 ± 0.0277</td>
<td>0.9913 ± 0.0114</td>
</tr>
<tr>
<td></td>
<td>CEV</td>
<td>0.8498 ± 0.0383</td>
<td>0.9913 ± 0.0114</td>
</tr>
<tr>
<td>20%</td>
<td>CPU</td>
<td>0.8798 ± 0.0214</td>
<td>0.9880 ± 0.0160</td>
</tr>
<tr>
<td></td>
<td>BC</td>
<td>0.9463 ± 0.0209</td>
<td>0.9955 ± 0.0103</td>
</tr>
<tr>
<td></td>
<td>CEV</td>
<td>0.8809 ± 0.0173</td>
<td>0.8524 ± 0.0173</td>
</tr>
<tr>
<td>35%</td>
<td>CPU</td>
<td>0.9004 ± 0.0215</td>
<td>0.9642 ± 0.0243</td>
</tr>
<tr>
<td></td>
<td>BC</td>
<td>0.9579 ± 0.0210</td>
<td>0.9919 ± 0.0110</td>
</tr>
<tr>
<td></td>
<td>CEV</td>
<td>0.8868 ± 0.0154</td>
<td>0.8395 ± 0.0277</td>
</tr>
<tr>
<td>50%</td>
<td>CPU</td>
<td>0.9065 ± 0.0228</td>
<td>0.9581 ± 0.0214</td>
</tr>
<tr>
<td></td>
<td>BC</td>
<td>0.9747 ± 0.0163</td>
<td>0.9913 ± 0.0111</td>
</tr>
<tr>
<td></td>
<td>CEV</td>
<td>0.8944 ± 0.0168</td>
<td>0.8309 ± 0.0252</td>
</tr>
</tbody>
</table>

Table 3. Results of the algorithm - correctness

The correctness represents the accuracy of the prediction in the test set, and the learning set correctness represents the accuracy of the model on the learning set. From a global point of view, we can

---

\(^5\) http://www.uni-marburg.de/fb12/kebi/research/repository/monodata - September 2014

\(^6\) http://archive.ics.uci.edu/ml - September 2014

\(^7\) http://www.cs.waikato.ac.nz/ml/weka/datasets.html - September 2014
Fig. 3. Correctness of the test set wrt LS size - dataset CPU.

Note that the correctness values are rather good. As expected, the correctness is increasing with the learning set’s size. One can note that the learning set correctness is decreasing with the learning set size too. This is because it is much more complicated to have a perfect solution if the number of alternatives in the learning set increases. In particular, the results show that for the dataset CEV, the algorithm does not reach good level of learning set correctness (at least not as high as for the two other one). The reason probably lies in the fact that this specific dataset is much bigger.

On figure 3, we show a boxplot of the evolution of correctness with respect to the learning set size (for the dataset CPU). We can note that a good level of correctness is already reached for a learning size of 20%.

Due to the introduction of the varying parameters for the GA, we did not need to fine tune the parameters anymore. The value of 1600 for the population size has been determined by trial and errors. This looks to be an accurate value. Les us stress that the new method increases the running time. Nevertheless, it remains rather small. For instance, for the CPU dataset, the algorithm runs in about 5 minutes on a Intel i7-2640m with 8go RAM, under Windows 8.1 with an implementation of the algorithm in Java 8. One advantage we have remarked in these first experiments is that the algorithm seems to be less stuck in local optima.

5 Conclusion

In this paper, we have addressed the question of preference elicitation in the context of partial sorting. To the best of our knowledge, this is the first attempt to solve such kind of problems. Furthermore, we have limited the analysis to a specific sorting method namely FlowSort. The approach is based on an extension of a method previously developed for complete sorting. It relies on the use of a dedicated genetic algorithm based on parameters variation. This has been illustrated on three real datasets. The validation was based on a learning set and test set created by a random instantiation of FlowSort. First experiments have shown that the algorithm runs quite fast and leads to good prediction values. A number of research questions are still to be addressed. Among others, we could investigate how an exact method could partly cover the elicitation process (typically the identification of weight values). From an algorithmic point of view, a detailed analysis of the heuristic is still to be done. More precisely, quantitative arguments have to be highlighted in order to confirm the added value of parameters variations. The use of benchmark datasets (that are not linked to a particular method like in this study) will certainly have an impact on the prediction quality. Nevertheless, the existence (or the creation) of such datasets is far from being obvious. Finally, the comparison between different sorting methods will probably lead to identify distinctive features that will be more appropriate to replicate particular categorizations.
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